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ABSTRACT

The direct radiative effects of Saharan mineral dust aerosols on the linear dynamics of African easterly

waves (AEWs) are examined analytically and numerically. The analytical analysis combines the thermody-

namic equation with a dust continuity equation to form an expression for the dust-modified generation of

eddy available potential energy GE. The dust-modified GE is a function of the transmissivity and spatial

gradients of the dust, which are modulated by the Doppler-shifted frequency. The expression for GE predicts

that for a fixed dust distribution, the wave response will be largest in regions where the dust gradients are

maximized and the Doppler-shifted frequency vanishes. The numerical analysis uses the Weather Research

and Forecasting (WRF) Model coupled to an online dust model to calculate the linear dynamics of AEWs.

Zonally averaged basic states for wind, temperature, and dust are chosen consistent with summertime con-

ditions over North Africa. For the fastest-growing AEW, the dust increases the growth rate from ;15% to

90% for aerosol optical depths ranging from t 5 1.0 to t 5 2.5. A local energetics analysis shows that for

t5 1.0, the dust increases the maximum barotropic and baroclinic energy conversions by;50% and;100%,

respectively. The maxima in the generation and conversions of energy are collocated and occur where the

meridional dust gradient is maximized near the critical surface—that is, where the Doppler-shifted frequency

is small, in agreement with the prediction from the analytical analysis.

1. Introduction

The summertime circulation over North Africa is a

complex system composed of many features, including

monsoonal flows, dust storms, and easterly jets. The

system regularly produces westward-propagating,

synoptic-scale waves—termed African easterly waves

(AEWs)—that mostly grow from the barotropic–

baroclinic instability of the African easterly jet (AEJ;

Burpee 1972; Hsieh and Cook 2005). The AEWs that

develop on the AEJ are characterized by pronounced

signatures at midlevels (;600 hPa) south of theAEJ and

at low levels (;850 hPa) north of the AEJ (Carlson

1969; Pytharoulis and Thorncroft 1999). As the AEWs

move westward toward the Atlantic Ocean, their north

and south signatures often merge to form a single

structure (Ross and Krishnamurti 2007; Hankes et al.

2015). The single structured AEWs have been shown to

be involved in more than half of the tropical cyclones

that developed over the eastern Atlantic Ocean (Frank

1970; Landsea 1993; Chen and Liu 2014).

The AEWs also contribute to the episodic formation of

synoptic-scale plumes of Saharan mineral dust aerosols

(Jones et al. 2003; Knippertz and Todd 2010). The plumes

propagate from their Saharan origin to affect regions as far

away as the Caribbean and North America (Prospero and

Carlson 1972; Prospero 1999). Throughout their lifetime,

the plumes modify the radiative and microphysical

properties1 of the atmosphere to affect the energy budget

(Zhu et al. 2007). The dust-modified energy budgets, in

turn, can affect the synoptic-scale circulation over North

Africa (Tompkins et al. 2005; Wilcox et al. 2010; Reale

et al. 2011) and the eastern Atlantic Ocean (Karyampudi

and Pierce 2002; Chen et al. 2010; Bretl et al. 2015).

For example, Chen et al. (2010) used the Weather

Research and Forecasting (WRF) Model coupled to an

online dust model to show that direct dust–radiative
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forcing can affect the environmental shear over the

eastern Atlantic Ocean. In this region the cool, moist

marine layer undercuts the hot, dry air that originated

over the Sahara Desert. This elevated layer—known as

the Saharan air layer (SAL)—contains Saharan mineral

dust that varies in space and time. The dust concentra-

tions, measured by aerosol optical depth (AOD), can be

as low as;0.2 and reach values as large as;4.0 (Kocha

et al. 2012). Chen et al. (2010) found that the dust

modifies the temperature field within the SAL, which,

through thermal wind balance, changes the environ-

mental wind shear. They showed that south of the dust-

modified SAL, where AEWs are often found, there was

an expansion of the layer of maximum vertical wind

shear: the vertical shear of the zonal wind increased by

about 1–2.5m s21 km21 between ;650 and 500hPa,

causing a ;3–5m s21 (30%–40%) increase in the max-

imum wind speed.

The direct radiative effects of Saharan dust onAEWs

are less clear. For example, some studies suggest that

dust weakens the growth of AEWs (Karyampudi and

Carlson 1988; Reale et al. 2009; Jury and Santiago 2010;

Ismail et al. 2010); other studies suggest that dust

strengthens the growth of AEWs (Jones et al. 2004;

Lavaysse et al. 2011; Ma et al. 2012). A study even finds

that the dust may strengthen or weaken the growth

of the AEWs depending on the position of the

AEWs relative to the dust field (Hosseinpour and

Wilcox 2014).

Consider first the studies that show dust weakens

AEWs. Karyampudi and Carlson (1988) used a re-

gional tropical model to examine the propagation

and growth of AEWs along the southern boundary of

the SAL. They found that a dust-laden SAL weakens

the transverse/vertical circulations that contribute

to the growth of AEWs. The modeling study by Reale

et al. (2009) and the statistical study by Jury and

Santiago (2010) also found that dust-laden SALs

weaken the growth of AEWs, but their studies fo-

cused on a different mechanism, one that hinges on

the SAL being drawn into the AEW environment.

Specifically, an increase in the dust concentration

within the SAL increases the dust–radiative heating

rate, leading to an increase in temperature. As the

dust-warmed SAL is drawn into the AEW environ-

ment, the midlevel increase in temperature relative

to that below increases the static stability. The result

is a more stable environment, one that weakens the

growth of AEWs.

In sharp contrast to the studies cited above that show

dust weakens AEWs, Jones et al. (2004) found that a

dust-modified environment may strengthen the growth

of AEWs. Using 22 years of NCEP–NCAR reanalysis

and dust from a global transport model, Jones et al.

(2004) provided indirect observational evidence that

the enhanced growth of AEWs over theAtlantic Ocean

results from a reduction in static stability caused by

dust-induced warming in the lower troposphere. Ma

et al. (2012) used the WRFModel with prescribed dust

profiles and, like Jones et al. (2004), found that the

dust–radiative forcing reduces the static stability,

which they suggest is due to the trapping and re-

absorption of longwave radiation near the bottom of

the dust layer.Ma et al. (2012) concluded that this dust–

radiative warming enhances the convective available

potential energy for shallow convection in the AEW

environment, which ‘‘serves as a catalyst to promote

local convection that facilitates AEW development.’’

The dust-induced development, however, occurred for

most but not all of the waves studied by Ma

et al. (2012).

Despite the differences in the above studies, they

share an underlying commonality: none have examined

the interactions between the wave fields in dust, wind,

and temperature, interactions that we will show are

important to the growth and structure of AEWs. That

such radiative–dynamical interactions are important to

AEWs may not be surprising, since previous studies

have shown that shortwave absorbers can directly af-

fect the linear characteristics of a wide variety of free

and forced waves. These waves range from equatorial

gravity waves (Zhu and Holton 1986; Cordero et al.

1998; Grogan et al. 2012) to midlatitude planetary

waves (Ghan 1989a,b; Nathan 1989; Nathan and Li

1991; Nathan and Cordero 2007). These studies all

show that the tracer-modified wave characteristics are

due to the radiative heating produced by the tracer,

which depends on feedbacks involving the advection of

the background absorber by the wave field as well as

the sources and sinks of the absorber. Although these

feedbacks also operate in the interactions between

Saharan dust and AEWs, several unanswered ques-

tions are unique to the dust–AEW problem. For ex-

ample, is there a location of the basic state dust field

relative to the AEJ that optimizes the growth of

AEWs? What is the relative importance of meridional

versus vertical advection of dust in modifying the linear

characteristics of AEWs? And what role do critical

surfaces play in the dust-modified linear dynamics of

AEWs?

To answer these questions, we use the Weather

Research and Forecasting Model coupled to an

online dust model to determine the direct radiative

effects of Saharan mineral dust aerosols on the

linear stability characteristics of AEWs. Our stabil-

ity analysis focuses on North Africa, where the
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synoptic-scale plumes of Saharan dust and AEWs

both originate.

The paper is organized as follows: Section 2 describes

the model, basic states, and methods for the numerical

experiments. In section 3 an expression is derived for the

generation of eddy available potential energy that ex-

poses the physics of the dust–radiative interactions. The

expression is used to interpret the numerical results

presented in section 4. Finally, section 5 summarizes the

main conclusions.

2. Model and basic states

a. Model

Our numerical experiments are based on the WRF

dust model developed by Chen et al. (2015). Themodel

consists of the WRF dynamical core coupled to an

online dust model. The dust model consists of 12

continuity equations for dust particle radii spanning

0.15–5mm. The governing equations are written in flux

form on terrain-following coordinates to conserve

mass and energy. Dust radiative fluxes are calculated

using the NASA Goddard Space Flight Center

(GSFC) radiation model, which inputs dust optical

properties—aerosol optical depth, single scattering

albedo, and asymmetry parameter—that are calcu-

lated using the Optical Properties of Aerosol and

Clouds (OPAC) software packages (Hess et al. 1998).

The GSFC model computes daily averaged dust–

radiative diabatic heating-rate profiles, which accounts

for the effects of shortwave heating due to dust ab-

sorption and scattering, longwave cooling due to dust,

and the reabsorption of the longwave radiation by

other constituents.

To examine the dust-modified linear dynamics of

AEWs, we have modified the Chen et al. (2015) WRF

dust model in the following ways: 1) The model exper-

iments are hydrostatic and linear (the linearization

process is described in section 4a). 2) Each of the 12 dust

continuity equations depend only on the advection and

sedimentation of dust; several parameterized effects of

dust are excluded—that is, subgrid cumulus and

boundary layer mixing, surface emission, and wet and

dry deposition. 3) Following Carlson and Benjamin

(1980), the dust-heating-rate profile is computed by

subtracting the daily averaged reference, dust-free

heating rate due to atmospheric constituents (i.e.,

moisture, ozone, CO2, etc.) from the total heating rate

due to dust and the other atmospheric constituents. The

GFSC model provides the reference profiles for the

constituents, except moisture. We impose the moisture

profile, as described in section 2b below.

The model domain is a global channel projected

onto a cylindrical-equidistant grid that extends from

108S to 408N. The horizontal resolution is 0.58 and the

time step is 3min in order to satisfy the Courant–

Friedrichs–Lewy (CFL) criteria. In the vertical the

model is divided into 50 terrain-following levels with the

pressure equal to 100hPa at the model top; there is no

topography. The boundary conditions are periodic in the

east–west direction, symmetric at the north and south

channel walls, and free slip at the top and bottom

boundaries. A 30-min hyper diffusion is imposed on the

wind fields.

b. Basic states

The basic state zonal wind and temperature fields are

representative of summertime conditions over North

Africa. The basic state dust field is representative of

well-mixed plumes observed in the lower atmosphere

over the Sahara Desert. The zonally averaged basic

states for wind, potential temperature and dust are

constructed from the analytical functions shown in

appendix A.

To ensure the basic states are balanced in the model,

we follow Hall et al.’s (2006) approach and introduce,

in the wave-free system, a forcing for each of the

prognostic fields. The basic state equations can be

written as

dX

dt
5F

0
1F

B
, (2.1)

where X is a state vector that contains the wind, tem-

perature, and dust fields, F0 contains all the original

forcings for X, and FB is the forcing that ensures each

field is balanced.

Figure 1 shows the basic state wind and potential

temperature fields. The strength and structure of

these fields are the primary determinant of the

growth and propagation of AEWs (Burpee 1972;

Thorncroft and Hoskins 1994). We have chosen these

basic state fields to be consistent with previous

studies (see Table 1). Specifically, the AEJ is sym-

metric in latitude and asymmetric in height; the jet

core is centered at 650 hPa and 158N latitude and

has a maximum speed of 15m s21. The basic state

potential temperature field is constructed to satisfy

thermal wind balance (see appendix A), in which case

FB is zero in (2.1).

The same basic state wind is used for all of the nu-

merical experiments, irrespective of the basic state

dust–radiative forcing. This ensures that any dust-

induced changes to the waves are due to the feed-

backs involving the wave fields in wind, temperature,
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and dust and not to changes in the basic state. As dis-

cussed in Cho and Jenkins (1987), the fixed basic state

approach is valid if the ratio of diabatic-induced di-

vergences to the relative vorticity is weak. This is the

case here; the ratio is O(1022) for our representative

dust field.

The basic state dust distribution for each of the 12

particle sizes is shown in Fig. 2, which is consistent with

observations (Moulin and Chiapello 2004; Kaufman

et al. 2005) and previous modeling studies (Carlson and

Benjamin 1980; Konare et al. 2008; Ma et al. 2012).

Three features characterize the dust distribution:

latitude–height structure, dust concentration, and par-

ticle size distribution. In the vertical, the mixing ratio is

constant throughout the boundary layer and decreases

above. The maximum dust concentration for each dust

particle size is 18mgkg21, which produces a total max-

imum dust concentration of 216mg kg21. This total

value, which is close to the maximum concentration

modeled in the zonal-mean summer climatology for dust

shown in Konare et al. (2008), yields a shortwave

(0.5mm)AODof;1.0. AnAODof 1.0 is a conservative

value compared to the observed AODs associated with

very strong dust emissions over the Sahara Desert,

which can reach values as large as 4.0 (Kocha et al.

2012). Because the primary latitude belt for dust emis-

sion is ;188–228N (Engelstaedter and Washington

2007), the model plume is centered at 208N and chosen

to have a symmetric Gaussian distribution in the me-

ridional direction with a half-width of ;2.58.

The basic state daily averaged dust heating rate, which

is computed using the basic state dust field shown in

Fig. 2, is shown as solid contours in Fig. 3. Also shown in

Fig. 3 is the referencewater vapor profile (dotted) used to

compute the dust heating rate, which distinguishes the

dry Sahara from the moist Sahel; the analytical function

for the water vapor profile is given in appendix A. For

computational efficiency, the dust heating rate shown in

Fig. 3 is computed using a declination angle of 158 and a

solar zenith angle of 30.58, which best represents the daily
averaged summer profile that we have computed using

144 evenly spaced solar zenith angles. For these values,

the dust heating-rate profile at 208N in Fig. 3 closely re-

sembles the desert case from Carlson and Benjamin

(1980). Our heating-rate profile differs from Carlson and

Benjamin (1980) by only 0.2Kday21 near the top of the

plume while both heating-rate profiles decrease to

0.5Kday21 at the surface.

3. Analytical framework

To ease interpretation of the numerical results pre-

sented in section 4, we derive an analytical expression

for the generation of eddy available potential energy by

direct dust–radiative feedbacks GE. The expression

shows how the spatial distribution of dust and the

Doppler-shifted frequency combine to affect the ener-

getics of AEWs.

Consider a flow linearized about a steady, zonally

averaged wind that is in radiative equilibrium. The

FIG. 1. Basic state distributions of zonal-mean wind (solid) and zonal-mean poten-

tial temperature (dashed). Contour intervals are 2 m s21 for the wind and 5 K for the

temperature.
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corresponding coupled perturbation equations for tem-

perature and dust mass mixing ratio in isobaric co-

ordinates are�
›

›t
1 u

›

›x

�
T1 y

›T

›y
2vS5

_q

c
p

and (3.1)

�
›

›t
1 u

›

›x

�
g1 y

›g

›y
1v

›g

›p
5 _d . (3.2)

The overbar denotes a zonal average; x5 (x, y), where x

and y are the zonal and meridional directions and p is

pressure; u(x, p, t), y(x, p, t) represent the zonal and

meridional velocities, and v(x, p, t)5 dp/dt is the ver-

tical motion; T(x, p, t) is the temperature; g(x, p, t) is

the dust mass mixing ratio; and S(y, p)52Tu21›u/›p is

the static stability, where u(y, p) is the basic state po-

tential temperature.

In (3.1) the dust heating rate per unit mass is given

by _q(x, p, t). For our numerical experiments, the dust

heating rate incorporates both shortwave and long-

wave radiative processes, as described in section 2a.

To derive an analytical expression for GE, we only

include the shortwave heating. This is a reasonable

assumption since Carlson and Benjamin (1980) have

shown that over the Sahara Desert, the daily averaged

shortwave heating by dust is about an order of mag-

nitude larger than the longwave effects, a result that

we have independently confirmed in our model ex-

periments. Recall from section 2a that the shortwave

heating is due to absorption and scattering by dust.

For simplicity, we neglect scattering for our analytical

analysis. As shown by Nathan and Li (1991) and Ghan

(1989b), for a trace absorber the perturbation short-

wave heating rate, which includes local and nonlocal

effects, can be written as

_q(x, p, t)5Ag , (3.3)

whereA(y, p; g), termed the transmissivity coefficient,

is positive2 and a function of the solar zenith angle,

vertical scale of the wave, transmissivity, and aerosol

optical depth of the zonal-mean dust distribution [see,

for example, (2.6)–(2.7) in Ghan (1989b)]. The de-

tailed representation of A(y, p; g) is not important for

the qualitative interpretation of the dust-modified gen-

eration of eddy available potential energy presented

below.

In (3.2) the eddy dust mixing ratio depends on the

advection of the eddy dust by the mean flow, the ad-

vection of the mean dust by the eddy wind fields, and

the dust sources and sinks. The rate of generation or

depletion of the eddy dust field is given by _d(x, p, t).

To mimic the dust sedimentation in the numerical

model, for our analytical analysis we use a linear

damping rate for the perturbation dust, which can be

represented as

_d(x, p, t)5Dg , (3.4)

where D is a positive constant.

Appendix B shows the steps taken to derive GE from

(3.1)–(3.4). Briefly, these steps involve combining (3.1)–

(3.4) into one equation, assuming normal mode solutions

for the perturbations to obtain an expression of the eddy

dust heating rate,multiplying the eddy heating rate by the

eddy temperature field and then zonally averaging. This

yields an expression for GE that depends on the phasing

between the meridional wind and temperature. In the

region below the jet, where the dust is located, the wind

and temperature are out of phase, which yields the fol-

lowing expression for GE:

TABLE 1. Features of the modeled zonal-mean AEJ from select studies that have also considered the linear stability characteristics of

AEWs. The shear values correspond to south and north of the jet and below and above the jet. Note: characteristics are listed for the B2

profile in Kwon (1989) and the Greenwich section (GWS) profile in Hall et al. (2006).

AEJ characteristics

Reference Latitude (8) Pressure level (hPa)

Intensity

(m s21)

Shear (south/north) 3 1025 s21;

(below/above) 3 1023 s21

Rennick (1976) 14 600 14 (4.2/1.2) (11.2/1.0)

Kwon (1989) 20 620 17.7 (2.3/0.9) (6.0/1.8)

Thorncroft and

Hoskins (1994)

15 600 15 (2.1/1.7) (4.6/4.1)

Paradis et al. (1995) 15 680 15 (2.5/2.5) (6.0/2.5)

Hall et al. (2006) 12 600 11 (0.7/0.9) (3.5/1.0)

Current study 15 650 15 (2.1/2.1) (5.0/2.0)

Range 12–20 680–600 11–17.7 (0.7–4.2/0.9–2.5) (3.5–11.2/1.0–4.1)

2 The transmissivity coefficient A(y, p; g) may be negative if the

dust optical depth is sufficiently large (Ghan 1989b). This is not the

case in this study.
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C5
1

2c
p
S(s2

r 1s2
i )
exp(2kc
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a
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p
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A

S
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, (3.8b)

s
i
5

 
kc

i
2

a
p

c
p

1D

!
, and (3.9a)

s
r
5 k(u2 c

r
) , (3.9b)

where c5 cr 1 ici is the complex phase speed.

Equation (3.5) shows that the generation of eddy

available potential energy is due to dust-modified baro-

clinic effects G1jyjjTj and dust-modified available po-

tential energy G2jTj2. The dust effects appear explicitly

in the coefficients G1 and G2 and implicitly in the eddy

correlations jyjjTj and jTj2. It is conceivable that the

eddy correlations could depend on the dust field in a way

that offsets the dust dependence seen in the coefficients

multiplying them. In this situation the dust would have

little effect on GE. To determine if this is the case would

require solving for the eddy fields, a formidable if not

impossible task for realistic background flows. We can

make analytical progress, however, if we assume, con-

sistent with our numerical results, that the dust diabatic

heating rate _q is small but finite, say,O(«), where «� 1,

such that _q/ « _q. We can then expand the eddy fields

in a Taylor series about « _q � 1 to obtain for the me-

ridional velocity field y(x, p; « _q)’ y(x, p; 0)1O(« _q)

(other eddy fields will have the same form). Insertion of

this expression and a similar one for temperature into

(3.5) shows that to lowest order GE is controlled by the

dust physics in G1 and G2.

Both G1 and G2 are functions of the dust sedimenta-

tion rate D, which is always stabilizing; that is, as D and

thus si increase, GE is reduced. The baroclinic co-

efficient G1 is also a function of the dust radiative

feedbacks ay and ap, which originate from the meridi-

onal and vertical advection of the zonal-mean dust by

the eddy wind field [see (3.2)]. Because A(y, p; g). 0,

the signs of ay and ap are determined by the spatial

gradients of the zonal-mean dust distribution. At loca-

tions where the zonal-mean concentration is maximized,

ay and ap vanish and, consequently, the dust has no ef-

fect on GE. Depending on the dust distribution, the

effects of ay and ap may augment or oppose each other.

Because ap is modulated by the vertical shear, as seen in

(3.6a), its influence on GE is largest near the AEJ.

For our representative AEJ and dust distribution

shown in Figs. 1 and 2, our numerical integrations show

FIG. 2. Basic state dust mass mixing ratio, which is the same for all 12 dust particle sizes (see

section 2a). The contour interval is 2.0mg kg21. Maximum dust concentration is 18.0mg kg21,

which is located between 1000 and 700 hPa along 208N.
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that ay generally dominates over (pf /R)(›u/›p)ap. In

this case the baroclinic term in (3.6a) can be approxi-

mated as

G
1
jyjjTj’Cs

i
a
y
jyjjTj . (3.10)

Consider the region south of the dust maximum

(#208N) and below the jet maximum ($650 hPa). In this

region ay . 0 as seen in Fig. 2, while jyjjTj. 0. Conse-

quently the dust-modified baroclinic term increases GE.

Because GE } C, it is further increased in the vicinity

of a critical surface, since C increases as sr / 0.

The sign of the eddy available potential energy term

G2jTj2 in (3.5) is controlled by the dust coefficient G2

since jTj2 . 0. Because the source of the dust is at the

surface, the dust concentration is generally largest there

and decreases with height, so that ap . 0. For the dust

profile shown in Fig. 2, ap is zero in the boundary layer

($650 hPa) and positive above. This ap vertical distri-

bution means that the dust-modified eddy available

potential energy decreases GE near the jet.

4. Numerical results

a. Experiments

Numerical experiments without dust (NODUST) and

with dust (DUST) are run for zonal wavelengths span-

ning 2500–5000km (zonal wavenumbers 8–16), which

correspond to the wavelengths associated with observed

AEWs (Burpee 1975). For the NODUST experiments,

the model parameterizations are deactivated in which

case the dust is a passive tracer. For the DUST experi-

ments, only the radiation parameterization is activated;

this isolates the direct dust–radiative feedbacks on the

model circulation.

For each experiment, a single wave is superimposed

onto the basic state wind. The initial wave amplitude is

small (1025m s21) and constant in the latitude–height

plane. We use sufficiently small amplitudes to ensure

linearity; that is, we require that the ratio of the wave

amplitude to the maximum zonal-mean wind remains

small, say O(d), where we have chosen d’ 0:05. As the

model integrates forward in time, the waves in the hor-

izontal wind fields generate waves for all of the other

prognostic fields (vertical velocity, streamfunction,

temperature, and dust). We continue to integrate the

model until the domain average total perturbation wave

energy (kinetic plus potential) grows exponentially to an

accuracy of 1024 for at least 12 h. This typically occurs

between 10 and 20 days of model integration. Once ex-

ponential growth is achieved, the various disturbance

characteristics are calculated for the experiments pre-

sented below.

b. Growth rates, phase speeds, and structures

Figure 4 shows the growth rates and phase speeds as a

function of zonal wavelength for the NODUST

(solid) and DUST (dashed) experiments. For both

FIG. 3. Total dust-heating rate (solid) and reference water vapor profile (dotted). The dust-

heating rate is computed for a declination angle of 158 and solar zenith angle of 30.58. Contour
intervals are 0.2K day21 and 1.0 g kg21 for the heating rate and water vapor, respectively. The

maximum dust-heating rate is ;1.2 K day21 at 650 hPa and 208N.
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experiments, growth rates peak at wavelengths between

3000 and 3500km; the easterly phase speeds increase

with increasing wavelength. The dust radiative effects

increase the growth rate by;5%–20% (Fig. 4a) and the

easterly phase speeds by ;1%–3% (Fig. 4b). For both

experiments, the fastest-growing AEW has a wave-

length of 3300km (zonal wavenumber 12); the dust ra-

diative feedbacks increase its growth by ;15%.

Figure 5 shows the horizontal structures for the

fastest-growing AEW for the NODUST (left column)

and DUST (right column) experiments. Plotted are

the meridional wind (Figs. 5a,b) at 700 hPa and the

temperature (Figs. 5c,d) and vertical motion (Figs. 5e,f)

at 850 hPa. Figures 5a and 5b show that for both the

NODUST and DUST experiments the trough axis (bold

line) tilts westward (eastward) with increasing latitude

north (south) of the jet axis (158N). This structural

configuration corresponds to the convergence of mo-

mentumflux and thus barotropic instability. Figures 5c–f

show that north of the AEJ axis (;158–188N), warm

anomalies (Figs. 5c,d) are collocated with low-level as-

cent (Figs. 5e,f) ahead of the trough. This correlation

corresponds to baroclinic instability—that is, the con-

version of eddy available potential energy to eddy ki-

netic energy. Although the figures show that the dust has

no significant effect on the phasing between the wind,

temperature, and vertical motion fields, there are sig-

nificant changes to the amplitudes. For example, com-

parison of Figs. 5a and 5b shows that the dust increases

the amplitude of the meridional wind by;33% north of

the jet axis and decreases it by ;33% south of the jet

axis. Similar amplitude changes occur for the zonal wind

velocities (not shown). These amplitude changes in-

dicate that at 700 hPa the dust increases the momentum

fluxes north of theAEJ axis and decreases them south of

the AEJ axis.

Figure 6 shows the vertical structures for the fastest-

growing AEW for the NODUST (left column) and

DUST (right column) experiments. Plotted are the

meridional wind (Figs. 6a,b), temperature (Figs. 6c,d)

and vertical motion (Figs. 6e,f). The fields are displayed

for 188N, which is where the dust and the horizontal

structures shown in Fig. 5 are large within the dust

plume. Figures 6a and 6b show that below the AEJ

maximum (650hPa), the AEW trough tilts eastward

with height, which, consistent with the positive correla-

tions between the temperature and vertical motions

fields shown in Fig. 5, is indicative of baroclinic in-

stability in easterly flow. Comparison of Figs. 6a and 6b

shows that the dust steepens the vertical tilt of the

trough at midlevels and slightly lessens it at low levels.

Also, the comparison of the temperature (Figs. 6c,d) and

vertical motion (Figs. 6e,f) fields show that dust-

modified wave amplitudes are stronger at midlevels

and weaker at low levels. These dust-induced changes

increase the baroclinic instability at midlevels and de-

cease at low levels.

c. Global and local energetics

Figure 7 shows, for the NODUST and DUST exper-

iments, the domain-averaged energy conversions3 for

FIG. 4. (a) Growth rates and (b) easterly phase speeds for the

NODUST (solid) and DUST (dashed) experiments.

3 The mathematical expressions for the energy conversions can

be found in Norquist et al. (1977).
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FIG. 5. Horizontal structures for the fastest-growing AEW for (left) the NODUST experi-

ments and (right) the DUST experiments. (a),(b) Meridional velocity at 700 hPa; (c),(d)

temperature at 850 hPa; and (e),(f) vertical motion at 850 hPa. Also shown is the AEW trough

at 700 hPa (thick line). All wave fields are scaled to produce a meridional velocity of 5m s21.

Solid and dashed contours denote positive and negative values, respectively. Contour intervals

are 1.0m s21 in (a) and (b); 0.25K in (c) and (d); and 0.2 hPa h21 in (e) and (f).
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the fastest-growing AEW. For both experiments the

domain-averaged barotropic energy conversion hCKi
dominates over the domain-averaged baroclinic energy

conversion hCEi. This is consistent with previous dust-

free linear studies (see Table 2). The ratio of baroclinic

to barotropic energy conversion hCEi/hCKi is 0.09,

which is ;22% larger in the DUST experiment. The

dust-induced increase in hCEi/hCKi is mainly due to the

;40% (;0.02Wm22) increase in hCEi versus a ;10%

(;0.05Wm22) increase in hCKi. The increase in hCEi
originates from the domain-averaged generation of

available perturbation energy by the dust field hGEi,
since there is no significant change in the conversions of

zonal to eddy available potential energy hCAi.

FIG. 6. Vertical structures of the wave fields shown in Fig. 5 at 188N. Also shown is the AEW

trough (bold).

900 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 73



Figures 8–10 show latitude–height cross sections of

the local (in y and p) zonally averaged eddy kinetic en-

ergy per unit mass KE, barotropic energy conversion

CK, and baroclinic energy conversion CE. These energy

fields are commonly used to diagnose AEWs in the ab-

sence of dust (e.g., Thorncroft and Hoskins 1994;

Paradis et al. 1995).

For the NODUST and DUST experiments, Figs. 8a

and 8b show that the KE has two midlevel maxima that

flank either side of the AEJ axis, with the northern flank

extending to the surface. In the NODUST experiment,

the KE distribution is consistent with Thorncroft and

Hoskins (1994) and Paradis et al. (1995). Comparison of

Figs. 8a and 8b shows that the dust increases the KE

north of the jet axis (solid line). In this region, the dust

increases the maximumKEby;33%, while the region

of large KE, as measured by the KE5 8m2 s22 con-

tour, vertically expands by ;50 hPa and meridionally

contracts by ;18. The increase in the maximum KE is

due to a ;2m2 s22 increase in dust-modified KE be-

tween ;178 and 208N and ;600 and 800hPa (see

Fig. 8c). South of this region (;108–178N and ;600–

800 hPa) the difference between the NODUST and

DUST experiments (Fig. 8c) shows two ;2–4m2 s22

vertical dipoles in KE (positive over negative). The

differences between the NODUST and DUST experi-

ments shown in Fig. 8c indicate that the dust–radiative

feedbacks vertically expand the KE distribution by as

much as ;50hPa and meridionally contract it by ;18
below ;700hPa.

Similar to KE, the local time rate of change in kinetic

energy due to barotropic processes CK, which is shown

in Figs. 9a and 9b, possesses two midlevel maxima that

flank the jet. For the NODUST experiment, the struc-

ture of CK is consistent with Paradis et al. (1995); that is,

CK has maxima north and south of the jet, though it is

about twice as large north of the jet. For the DUST

experiment, the dust-induced changes in CK are largest

north of the AEJ axis, which is consistent with the dust-

induced changes in KE shown in Fig. 8b. For example,

the dust increases the maximum in CK by ;50% north

of the AEJ axis, which is coincident with the maximum

in KE at ;188N and ;750hPa. Dust also increases CK

by ;10%–50% between ;178 and 218N and ;700 and

500 hPa, which encompasses the region where the dust

expands the KE vertically. South of this region (;158–
178N), the difference in CK between the NODUST and

DUST experiments shows a vertical dipole structure

(see Fig. 9c), which is consistent with the dust-induced

meridional contraction in KE (see Fig. 8c). In contrast to

KE, however, the vertical dipole in CK (see Fig. 9c) does

not extend south of the AEJ.

Figures 10a and 10b show that the local time rate of

change in the kinetic energy due to baroclinic processes

CE has a single maximum north of the AEJ axis. In the

NODUST experiment, the structure of CE is consistent

with Paradis et al. (1995), though the magnitudes of CE

are ;33% lower in our study. The lower magnitudes in

CE are expected since hCEi/hCKi is also lower in our

study (see Table 2). For the DUST experiment, Fig. 10b

shows that the dust increases the maximum in CE by

;100% and shifts it vertically by ;50hPa and north by

;18. The maximum in CE is coincident with the maxi-

mums in both KE (see Fig. 8b) and CK (see Fig. 9b).

Figure 10c shows that in the region of largest CE (;188N
and ;750 hPa), the difference in CE between the

NODUST and DUST experiments is about the same as

the difference in CK shown in Fig. 9c. As a result, the

collocation of the dust-induced maxima in CE and CK

yields, locally, CE/CK5 0:41, which is about a factor of

4 larger than the globally averaged ratio, hCEi/hCKi.

FIG. 7. Domain-averaged energetics for the fastest-growingwave

for the (a) NODUST and (b) DUST experiments. Terms are hAZi,
zonal available potential energy; hKZi, zonal kinetic energy; hAEi,
eddy available potential energy; and hKEi, eddy kinetic energy.

Energy conversion terms for the perturbation (Wm22) are hCAi,
conversion of hAZi to hAEi; hCEi, baroclinic energy conversion;

hCKi, barotropic energy conversion; and hGEi, generation of hAEi
due to direct dust radiative feedbacks.

FEBRUARY 2016 GROGAN ET AL . 901



The dust radiative feedbacks produce a vertical dipole in

the CE difference that extends south of the AEJ axis

(see Fig. 10c), but the dipole is;50hPa lower than those

shown in the difference plots for KE (Fig. 8c) and CK

(Fig. 9c).

The local energetics analysis discussed above shows

that all of the dust-modified energy conversions are

largest between the jet axis and the maximum in the

dust concentration. This can be explained using the

analytical analysis presented in section 3. Recall from

(3.5)–(3.9), the dust physics that controls the genera-

tion of eddy available potential energy GE is embodied

in two dust feedback terms ay and ap, which are pro-

portional to themeridional and vertical gradients of the

basic state dust field, respectively. Moreover, both dust

feedback terms are modulated by the Doppler-shifted

frequency sr, whereas only ap is modulated by the

vertical shear of the jet. Our numerical experiments

show that ay and ap both contribute to GE, but ay

generally dominates over ap by about a factor of 3 in

the growth rate calculation. If we then assume that ay is

the primary control of GE, (3.10) shows GE is largest

where the product of the heat flux and meridional

gradient of the dust is largest and the Doppler-shifted

frequency vanishes. This is confirmed in Fig. 11a, which

shows 2jyjjTj›g/›y (thin contours) and the critical

surface along which sr vanishes (bold line). The figure

shows that 2jyjjTj›g/›y is largest where sr 5 0 (;188N
and ;750 hPa), which is precisely the location where

the model generated GE shown in Fig. 11b is maxi-

mized, in agreement with the prediction of the analyt-

ical analysis.

d. Eliassen–Palm flux diagnostics

Eliassen–Palm (EP) fluxes can be used to understand

how waves feedback on the zonal-mean flow. Following

Edmon et al. (1980), the EP flux vector components in

spherical geometry can be written as

F5 [F
(f)

,F
(p)
]5 r

E

�
2cos(f)uy,

f

›u/›p
cos(f)yu

�
, (4.1)

where rE is the radius of Earth and f is latitude (de-

grees); all other variables are defined in section 3.

Figure 12 shows the EP flux vectors (arrows) and di-

vergences (contours) for the fastest-growing wave for

the NODUST and DUST experiments. For both ex-

periments, the EP flux vectors generally point away

from the AEJ core. For example, north (south) of the

jet, F indicates a northward (southward) flux of easterly

momentum, while below the jet there is an equatorward

heat flux. Consequently, the momentum and heat fluxes

together reduce the horizontal and vertical shear of the

jet, consistent with the energetics of the amplifying wave

discussed in section 4c.

For theNODUST andDUST experiments the EP flux

divergence = � F is characterized by a divergent region

(solid contours) surrounding the jet core and two con-

vergent regions (dotted contours) on its flanks. For the

NODUST experiment (Fig. 12a), = � F is asymmetric

about the jet, which is consistent with the asymmetry in

the barotropic energy conversions shown in Fig. 9a, an

asymmetry that is consistent with wave driving that re-

duces the horizontal shear on both sides of the jet. For

the DUST experiment (Fig. 12b), = � F increases by

;50%–100% north of the jet and decreases by ;0%–

50% south of the jet. Thus, the dust-modified wave

driving further reduces the shear north of the jet, pro-

ducing greater lateral asymmetry in the jet. Like the

energetics, the dust-modified = � F is largest between the

jet axis at 158N and the dust maximum at 208N.

e. Sensitivity to AOD and plume location

The results presented above are based on a dust plume

whose location, structure, and concentration are con-

sistent with observations. These dust plume character-

istics, however, may be quite variable (Karyampudi

TABLE 2. Listed are the characteristics of the fastest-growing AEWs for the select studies in Table 1 and for the NODUST and DUST

experiments in this study. In the last column, hCEi/hCKi is the ratio of the domain-averaged baroclinic to barotropic energy conversion;

the negative ratio in the Kwon (1989) study is because hCEi, 0.

AEW characteristics

Reference Growth rate (day21) Phase speed (m s21) Wavelength (km) hCEi/hCKi
Rennick (1976) 0.37 15.8 3000 0.20

Kwon (1989) 0.39 6.6 3100 20.26

Thorncroft and Hoskins (1994) 0.28 8.4 3500 0.19

Paradis et al. (1995) 0.40 7.64 3300 0.21

Hall et al. (2006) 0.47 7.07 2980 2.16

Current study: NODUST 0.34 8.34 3300 0.07

Current study: DUST 0.39 8.44 3300 0.09

Range 0.28–0.47 6.6–15.8 2980–3500 From 20.26 to 2.16
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FIG. 8. The KE for the fastest-growing AEW for the

(a) NODUST experiment and (b) DUST experiment and for (c) the

difference between the two. Contour spacings are 2.0m2 s22 in

(a) and (b) and 1.0 m2 s22 in (c). Positive values (solid) in

(c) correspond to increases in KE for the DUST experiment. Also

shown are the latitude of the jet axis (solid vertical line) and the

latitude of the maximum dust concentration (dotted vertical line).

FIG. 9. As in Fig. 8, but for CK. Contour spacings are 3.0 3
1026Wm22 (pam)21 in (a) and (b) and 1.03 1026Wm22 (pam)21

in (c).

FEBRUARY 2016 GROGAN ET AL . 903



et al. 1999). Thus we have carried out some additional

experiments to determine the sensitivity of the growth

rates to 1) differentmaximumAODs (t) and 2) different

locations of the plume relative to the jet. The AODs

were chosen to range from t 5 0 to t 5 2.5, although

AODs as large as t 5 4.0 are often observed over

North Africa (Kocha et al. 2012). We do not consider

AODs. 2.5, since doing so would violate our modeling

FIG. 11. (a) Plotted is 2jyjjTj›g/›y (thin contours) and the crit-

ical surface along which sr vanishes (thick curve). When the me-

ridional advection of dust dominates over the vertical advection,

these quantities together control GE [see section 3 and (3.10)]; the

contour interval is 1.0 3 10213 K s21. (b) Model generated GE for

the fastest-growingAEW; the contour interval is 1.03 1026Wm22

(pa m)21.

FIG. 10. As in Fig. 8, but for CE. Contour spacings are 2.0 3
1026Wm22 (pam)21 in (a) and (b) and 1.03 1026Wm22 (pam)21

in (c).
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assumption that the ratio of dust-induced diabatic di-

vergences to the relative vorticity remain small, an as-

sumption that allows us to fix our basic states rather than

adjust them for different dust distributions (see section

2a). Figure 13 shows that for the dust structure shown in

Fig. 2, the growth rate of the fastest-growing AEW in-

creases monotonically with AOD. The growth rates for

t 5 0.5, t 5 1.0, t 5 2.0, and t 5 2.5 are about 3%, 15%,

48%, and 90% larger than the NODUST experiment.

The numerical results presented in sections 4b–4d

were based on a plume centered at 208N. Figure 14

shows the growth rate of the fastest-growing AEW for

plumes centered at different latitudes north of the AEJ

axis, ranging from 188 to 228N. This latitude range is

home to the major dust source emission regions over

North Africa (Engelstaedter and Washington 2007).

Figure 14 shows that when the plume is located at 218N
the growth rate is maximized; the growth rate at 218N is

;2% larger than the growth rate at 208N. Beyond 218N,

the growth rate rapidly decreases monotonically, con-

sistent with our analytical analysis. Specifically, as the

plume is shifted beyond 218N, the maximum in the basic

state meridional dust gradient is shifted away from the

critical surface (Fig. 11a; bold), which reduces the

maximum in GE. As the plume is shifted south of 218N,

the growth rate also decreases, though the decrease is

nonmonotonic. This nonmonotonic decrease in the

growth rate is due to the change in the relative contri-

butions of ay and ap as the plume approaches the jet

core, where, recall from (3.6a), ap is modulated by the

vertical shear.

5. Summary and conclusions

African easterly waves and the episodic formation of

vast plumes of Saharan mineral dust aerosols are

among the most important atmospheric circulation

FIG. 13. Linear growth rate of the fastest-growingAEWas a function

of the maximum AOD for the dust plume shown in Fig. 2.

FIG. 12. EP flux vectors (arrows) and EP flux divergence/

convergence (solid/dashed) for the fastest-growing AEW for the

(a) NODUST experiment and (b) DUST experiment. The vertical

component of the EP vectors is scaled up in the figure; the length of

the EP reference vector below each figure is 1 3 1014 m3 (rad) for

the horizontal component and 2 3 1017 m3 (pa) for the vertical

component. The contour interval is 1 3 1015m3.
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features over North Africa. The AEWs are often in-

volved in the formation of Atlantic hurricanes

(Landsea 1993), while the dust plumes alter the radia-

tive heating of the atmosphere (Carlson and Benjamin

1980). Studies show that the AEWs often play a role in

the formation of the plumes (Knippertz and Todd

2010). But as discussed in the introduction, the effects

of Saharan dust on AEWs have produced contradictory

results. For example, some studies find that the dust

strengthens the AEWs (Jones et al. 2004; Lavaysse

et al. 2011; Ma et al. 2012) while others find that the

dust weakens the AEWs (Karyampudi and Carlson

1988; Reale et al. 2009; Jury and Santiago 2010; Ismail

et al. 2010). A recent study finds that the dust may

strengthen or weaken the growth of the AEWs de-

pending on the position of the AEWs relative to the

dust field (Hosseinpour and Wilcox 2014). Most of

these studies, however, have focused on the eastern

Atlantic, a region far from the North African origin of

both the AEWs and dust plumes. Moreover, the studies

have neither explicitly identified the dust physics that

affects the AEWs nor carried out detailed calculations

on how the dust physics affects the linear dynamics of

the AEWs.

To identify the dust physics that affects the AEWs, we

have combined the thermodynamic equation and a dust

continuity equation to obtain an analytical expression

for the generation of eddy available potential energy by

the dust field GE. The dust-modified GE is due to the

advection of the basic state dust field by the waves,

which involves the interaction between the wind,

temperature, and dust fields. The meridional and verti-

cal advection of the dust may augment or oppose each

other, depending on the spatial distribution of the dust

field. The wave–dust advection is a function of the dust

transmissivity, the spatial gradients of the dust field, and

the Doppler-shifted frequency. For a given dust trans-

missivity, we show that the effects of dust on the linear

dynamics of AEWs will be strongest in regions where

the spatial gradients of dust are largest and where the

Doppler-shifted frequency vanishes. Because the ana-

lytical expression for GE explains our numerical results,

GE can be used as a tool for predicting the dust distri-

butions that would have the strongest effects on the

linear dynamics of AEWs.

The dust-modified growth, propagation, structure,

energetics, and Eliassen–Palm fluxes of the model

AEWs were calculated using a linearized version of the

Weather Research and ForecastingModel coupled to an

online dust model. Climatological distributions of the

zonally averaged basic state wind and potential tem-

perature were used for the calculations. Consistent with

observations, the basic state dust plume was chosen

Gaussian in the meridional direction, constant through

the boundary layer and decreasing above. An aerosol

optical depth of t 5 1.0, which is a modest value based

on observed plumes over North Africa, characterized

the dust concentration for our comprehensive analysis.

The results show the following:

d Dust–radiative feedbacks increase the growth rates of

the modeled AEWs by ;5%–20%. For the fastest-

growing AEW (zonal wavenumber 12; zonal wave-

length ;3300km), the growth rate increases by

;15%. The easterly phase speeds for the AEWs

increase from 1% to 3%.
d Dust–radiative feedbacks increase the local maximum

barotropic and baroclinic energy conversions by

;50% and ;100%, respectively. The dust-modified

local energetics is largest between the AEJ core

(158N) and the latitude of the dust maximum (208N).

At this location the maximum mean meridional dust

gradient is coincident with the critical surface, consis-

tent with the prediction obtained from our analytical

analysis.
d Dust–radiative feedbacks increase the divergence of

EP flux by;50%–100%between theAEJ core (158N)

and the latitude of the dust maximum (208N). Thus,

the dust enhances the shear reduction north of the

jet axis.

To determine the sensitivity of the results, additional

calculations were carried out for different locations of

the dust plume relative to the AEJ and for different

AODs. The calculations show that the results obtained

FIG. 14. The linear growth rate of the fastest-growing AEW as

a function of the central latitude for the dust plume distribution

shown in Fig. 2.
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for our representative plume are indeed robust. Specif-

ically, the growth rates are reduced when the plume is

shifted away from the critical surface. The reductions in

the growth rates are offset by increasing the AOD. For

example, for t 5 1.0 the growth rate of the fastest-

growing wave increases by ;15% over the dust-free

case, whereas for t 5 2.5, which is still a modest value

based on observed dust events over North Africa, the

growth increases by ;90% over the dust-free case.

The above results may provide some insights into the

contradictory and sometimes inconclusive results found

in previous studies of the interactions between Saharan

dust and AEWs. In this study, we have focused on the

dust–radiative heating profiles consistent with arid North

Africa, where the AEWs and dust plumes both originate.

In this region, the dust is wellmixed in the boundary layer

and sharply decreases above. Previous studies have fo-

cused on the eastern Atlantic, where the dust plumes are

lofted above the cool, moist marine layer to form the

SAL. Consequently, the dust concentrations increase

with height in the lower troposphere and then decrease

with height above. Our results show that the vertical

distribution of the dust, specifically its sign and proximity

to the jet, determines whether it alone increases or de-

creases the local generation of eddy available potential

energy [see (3.5)–(3.9)]. Thus the difference between the

vertical dust distribution over North Africa versus the

eastern Atlantic may explain, in part, why the results we

obtained for North Africa are more robust than those

obtained in previous studies for the eastern Atlantic. A

more complete comparison between the two regions,

however, will also require knowledge of the meridional

dust distribution, which we have shown generally plays

the dominant role over North Africa. What role it plays

over the eastern Atlantic is unclear.

Another possible reason for the contradictory results

obtained in previous studies may be associated with the

stage of development of the AEWs. In this study, we

have focused on the incipient (linear) dynamics of

AEWs. A scenario for the evolution of AEWs would

begin with its incipient stage over North Africa, fol-

lowed by its continued growth and westward movement,

and eventual equilibration at finite amplitude overWest

Africa and the eastern Atlantic. It is conceivable that by

the time theAEWs reach the easternAtlantic, theAEW

dynamics may be less sensitive to dust–radiative feed-

backs owing to reduced concentrations in the dust field

or less favorable dust distributions. Though this is a

possibility, it is mitigated in part by Chen et al. (2015),

who found that accounting for direct dust–radiative

heating over the eastern Atlantic improved the fore-

cast track of Hurricane Helene. Why the dust feedbacks

would have a relatively robust effect on Helene and not

on AEWs in the same region clearly requires further

study. We note, however, that Chen et al. (2015) did not

include dust microphysics, which several studies have

shown could play a role in tropical cyclogenesis (e.g.,

Jenkins and Pratt 2008; Jenkins et al. 2008).

In this study, we have examined the linear stability of

idealized zonal-mean basic states to dust-modified

AEWs. Recent studies have examined the linear stabil-

ity of realistic zonally varying basic states to dust-free

AEWs (Hall et al. 2006; Leroux and Hall 2009). For ex-

ample,Hall et al. (2006) show thatwith realistic boundary

layer damping a zonally varying jet is neutralized with

respect to AEWs. Studies have shown, however, that

other processes, such as convection, can maintain AEWs

that would otherwise decay in the presence of realistic

damping (Mekonnen et al. 2006; Thorncroft et al. 2008;

Berry and Thorncroft 2012). For example, Berry and

Thorncroft (2012) used the WRF Model to examine the

effects of convection on themaintenance of an ‘‘average’’

AEW during September 2004. Using an energetics anal-

ysis, they showed that AEW growth depends on both

adiabatic dynamical processes and diabatic convective

processes. When the convection is turned off, they

showed that the AEW weakens. Because we have dem-

onstrated that dust radiative effects enhance the linear

growth of the AEWs, it is plausible that the dust may also

help generate and maintain AEWs in the presence of

realistic damping in zonally varying flow.
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APPENDIX A

Basic States

The basic state zonal wind, potential temperature,

dust mass mixing ratio, and reference water vapor are

represented by the following analytical forms,

respectively:
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In (A.1)–(A.4), f is latitude and s is the vertical

coordinate, where s5 1 at the surface and s5 0 at

the model top. In (A.1)–(A.4), sjet 5 0:65 denotes the

jet core, strop 5 0:15 denotes the model tropopause,

and splume 5 0:5 denotes the top of the plume. All the

other constants in (A.1)–(A.4) are listed in

Table A1.

In (A.2) the two functions represent the potential

temperature profiles for the troposphere and strato-

sphere. For both functions, thermal wind balance is as-

sured by an appropriate choice of ue(y, s), which is

determined by solving a simplified version of the bal-

anced equation presented in Wang (1995). In this study

the basic state zonal wind is specified and there is no

topography. If we assume that the effects of Earth’s

curvature and surface pressure gradients are small, the

balanced equation can be written as

›2F

›f2
5G2

T
r

T
s

G
s
, s# 1, (A.5)

where F is the geopotential, Tr(s) is a reference tem-

perature profile, subscript ‘‘s’’ denotes surface variables,

and

G5 f j2 ub . (A.6)

In (A.6), f is the Coriolis parameter, b is the meridional

gradient of the Coriolis parameter, and j is the relative

vorticity. Thus, the right-hand side of (A.5) is known.

We solve (A.5) offline using successive overrelaxation at

an accuracyO(1025). OnceF is obtained at all levels, ue
is calculated directly from

u
e
5

2
4›F
›s

p
s

R(p
s
2 p

top
)

3
5�p

p
s

�12R/cp

. (A.7)

APPENDIX B

Generation of Eddy Available Potential Energy by
the Dust Field

The generation of eddy available potential energy is

defined as GE5 (cpS)
21 _qT (Norquist et al. 1977). To

derive an expression for GE due to dust, we begin with

the linearized temperature and dust mass mixing ratio

[(3.1) and (3.2)]:

�
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where the expressions for the dust heating rate and

sedimentation rate [(3.3) and (3.4)] have been used in

(B.1) and (B.2). Solving (B.1) for the vertical motion v

and inserting the result into (B.2) yields
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Normal mode solutions for y, T, and g are chosen of the

form

x5 jxj exp[i(u
x
1 u)]1 c.c., (B.4)

where jx(y, p)j and ux are the amplitude modulus and

phase for a given variable; u(x, t)5 k(x2 ct), k is the

zonal wavenumber, and c5 cr 1 ici is the (complex)

phase speed; and c.c. denotes the complex conjugate of

the preceding term. Using (B.4) for each of the eddy

fields allows (B.3) to be written as
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where
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r
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The eddy dust mixing ratio [(B.5)] is controlled by the

meridional and vertical gradients of the mean dust dis-

tribution, which arise from the advection of the mean

dust by the eddy winds [see (B.2)]. From (B.5), GE is

obtained by 1) multiplying (B.5) by the dust trans-

missivity coefficient A, which yields the eddy dust

heating rate and 2) multiplying the eddy dust-heating

rate by the temperature T and then zonally averaging.

The result is, after using the thermal wind relationship,
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where GE5 (cpS)
21 _qT , u5 (uy 2uT), and
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Equation (B.8) shows that the generation of eddy

available potential energy GE is due to dust-

modified baroclinic effects (term I), which depend

on the phasing u between the wind and temperature

fields, and dust-modified eddy available potential

energy (term II). For our representative AEJ, the

wind and temperature fields are 1808 out of phase

below the AEJ and in phase above the AEJ (see

Figs. 5 and 6). Thus for term I in (B.8), cos(u)’61

and sin(u)’ 0. With these approximations, (B.8)

simplifies to

GE5G
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2
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where G1 in (B.13) is positive below the AEJ and neg-

ative above the AEJ.
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