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Abstract Satellite microwave observations of rain, whether from radar or passive radiometers, depend
in a very crucial way on the vertical distribution of the condensed water mass and on the types and sizes
of the hydrometeors in the volume resolved by the instrument. This crucial dependence is nonlinear, with
different types and orders of nonlinearity that are due to differences in the absorption/emission and
scattering signatures at the different instrument frequencies. Because it is not monotone as a function
of the underlying condensed water mass, the nonlinearity requires great care in its representation in the
observation operator, as the inevitable uncertainties in the numerous precipitation variables are not directly
convertible into an additive white uncertainty in the forward calculated observations. In particular, when
attempting to assimilate such data into a cloud-permitting model, special care needs to be applied to
describe and quantify the expected uncertainty in the observations operator in order not to turn the implicit
white additive uncertainty on the input values into complicated biases in the calculated radiances. One
approach would be to calculate the means and covariances of the nonlinearly calculated radiances given
an a priori joint distribution for the input variables. This would be a very resource-intensive proposal if
performed in real time. We propose a representation of the observation operator based on performing this
moment calculation off line, with a dimensionality reduction step to allow for the effective calculation of
the observation operator and the associated covariance in real time during the assimilation. The approach
is applicable to other remotely sensed observations that depend nonlinearly on model variables, including
wind vector fields. The approach has been successfully applied to the case of tropical cyclones, where the
organization of the system helps in identifying the dimensionality-reducing variables.

1. Introduction

The problem of assimilating such highly nonlinear observations as the microwave brightness temperatures
measured over precipitating clouds by current satellite microwave instruments has been recognized as mul-
tifaceted, with specific attention required to (1) the estimation of the background hydrologic state of the
atmosphere (the distribution of the condensed water mass into hydrometeors of varying habits, shapes, den-
sities, and sizes), (2) the correlations between the variables, and (3) the imperfections in the representation
of the dependence of the observations on the model variables [see, e.g., Errico et al., 2007]. A few pioneer-
ing efforts [Aonashi and Eito, 2011; Bauer et al., 2006; Chen, 2007; Vukicevic et al., 2007; Zhang et al., 2012] have
addressed the first two problems. This paper summarizes our effort regarding the third problem, regarding
the uncertainty in the dependence of these microwave observations on the underlying rain, especially to
account for the complex nonlinearity of the forward radiation transfer relation between the variables and their
signatures in the satellite measurements.

Suppose one has an atmospheric model which represents (and tracks the four-dimensional evolution of) the
water mass, and one would like to assimilate satellite observations O that are most sensitive to the condensed
water mass. Whether O consists of active signatures (such as a set of contiguous vertical profiles of radar
reflectivity factors) or passive signatures (such as brightness temperatures measured at the top of a collection
of contiguous radiometer beams), O can be represented as

O = F(x⃗, p⃗b, p⃗s) + uncertainty (1)
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Figure 1. Plots of the Mie absorption and backscattering cross sections, normalized by the Rayleigh approximation (D3 for the absorption and D6 for the
backscattering) for liquid spheres of diameter D.

where x⃗ consists of the model variables which affect O, p⃗b consists of the background model parameters which
are neither prognostic nor diagnosed (such as the parameters controlling the shape of the assumed raindrop
size distribution), and p⃗s consists of scattering parameters which the model does not represent at all but which
the radiative transfer depends on (such as the parameters quantifying the shape of the hydrometeors).

In today’s variational data assimilation approaches, the fundamental assumption that leads to the need to
minimize a cost function featuring the difference O − F is that F represents the mean of the remotely sensed
signature associated to the variables x⃗. Indeed, the assimilation will start with a “background” value for x⃗ and
proceed to adjust it based on how “close” the associated mean signature F(x⃗) comes to the measured O.

It is important to emphasize that F is meant to be the mean signature, because x⃗ itself is but a mean—the
mean value of the model variables within the volume element resolved by the model. Indeed, this back-
ground value for x⃗ has to be accompanied by a covariance matrix B representing the second moment of the
uncertainty in these mean background values, the first moment being 0 since the background is the a pri-
ori mean. The fundamental question is, given the mean x⃗ and its covariance B, how can we calculate the
mean F(x⃗, p⃗b, p⃗s)? Why is a single forward calculation, where one inputs the values of the model variables in
one’s column x⃗ and the radiative transfer performs the forward calculation with just these exact input values,
not sufficient?

The question has a practical aspect in the context of variational data assimilation, where the minimization of
O− F as in (1) may well require the evaluation of F repeatedly for different values of x⃗, and that process would
need to be repeated for every observation. It is therefore not sufficient to provide a procedure to compute the
mean of F, but rather one that can be efficiently implemented within the constraints of the typical assimilation
exercise, where the results are required within a reasonable amount of time in order to produce an improved
forecast, along with an improved analysis. Obtaining the mean F is very important regardless of the specific
method that one plans to use for the assimilation, because the latter will convert the difference O − F into
adjustments to the model state variables, and this conversion will incur errors if O − F has biases due to the
nonlinearities of F.

2. The Case of Microwave Observations

If F were linear, the answer would be simple, as the mean of a function of a random variable is simply the
function applied to the mean of the random variable. However, in our case, the radiative transfer function
is not only highly nonlinear but it is not monotone in any one of the input components of x⃗ (let alone
p⃗b or p⃗s [see, e.g., Haddad et al., 2007]). Figure 1 illustrates the nonlinearity by plotting the absorption and
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Figure 2. Values of the measured radar reflectivity factor at 35 GHz, or rather its deviation from the reference value
obtained when the two parameters Dm = mass-weighted mean diameter and 𝜎m = mass-weighted diameter standard
deviation are assumed to have midrange values of 2.3 mm and 0.4 mm, respectively.

backscattering cross sections as a function of diameter for liquid spheres at different frequencies. Not only
do the best power law approximations start to fail for small drop sizes, at all frequencies, but the coefficients
of the approximate power laws increase with the smallest sizes then reach a maximum and decrease for the
larger drop sizes. The cumulative effect on the measured signature is difficult to illustrate for the passive mea-
surements since they are integrated over a variable vertical distribution of condensed water mass, but it can
be appreciated more readily in the case of the active measurement of a radar since the latter is directly sen-
sitive to a specific height (within the range resolution of one’s instrument, which is a few hundred meters for
today’s spaceborne radars). This is illustrated in Figure 2, plotting the radar reflectivity factor F(x, p1, p2) as a
function of the two parameters p1 = mean drop diameter (on the horizontal axis) and p2 = drop diameter stan-
dard deviation (on the vertical axis) in dB and after dividing by F(x, 2.3, 0.4) to remove the dependence on the
mixing ratio x (under the assumption that the probability distribution of the drop sizes is gamma and there-
fore depends on only two parameters). Instead of being linear or even monotone in p1, the function clearly
has a maximum near (p1 = 2.2, p2 = 0.44) with a rapid falloff that precludes any linear approximation from
being valid over much of a neighborhood about any a priori midrange parameter values such as (2.3 and 0.4).

Figures 1 and 2 illustrate the nonlinearity of F as a function of the two size parameters. The nonlinearity in the
condensed water mixing ratios themselves is more complicated still, as the measured signatures are the result
of the competing effects of emission and out-of-beam scattering in the passive case, and backscattering and
attenuation in the active case. Figure 3 illustrates the total resulting effect on the brightness temperatures
that would be measured over a simulated tropical cyclone, in this case an Hurricane Weather Research and
Forecasting (HWRF) [see Gopalakrishnan et al., 2013, and the references therein] forecast of Hurricane Earl
on 31 August 2010. The figure shows the spatial variability of the brightness temperatures that would be
observed over the hurricane at the frequency/polarization combinations of the Tropical Rainfall Measuring
Mission (TRMM) Microwave Imager (TMI) [see Kummerow et al., 1998]. The 10.7 GHz channels delineate the
area of rain, with higher temperatures due mostly to emission from the liquid rain drops, while the 85.5 GHz
channels show the locus of the snow and graupel, with cooler temperatures due mostly to out-of-column
scattering of the upwelling radiation by the solid hydrometeors.

Figure 4 shows the results of the forward calculations with the same values as Figure 3 except for the rain and
graupel whose mean diameter is now assumed smaller by 44% and except for the graupel density which is
now assumed to be half of its value in the calculation of Figure 3. In addition to the general reduction in the
warming observed in the 10.7 GHz channels and the large reduction in the cooling observed in the 85.5 GHz
channels, note the more subtle changes in the 19.3 and 21.3 GHz channels, where the competing effects of
emission and scattering lead to a different reduction or enhancement of the signature as one moves from the
outer edge of the rain band toward the center of the vortex. In order for one’s forward observation operator
to reflect these mutually ambiguous differences, one would need to repeat the forward radiative transfer
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Figure 3. Brightness temperatures for an HWRF simulation of Hurricane Earl on 31 August 2010 at 0600 Z, calculated
using Community Radiative Transfer Model (CRTM) with the default microphysical parameter values.

calculation for a very large number of perturbations of the input variables and parameters, a proposition that
is simply not feasible in the context of data assimilation where performing repeated forward calculations for
each observation over each grid point at each iteration of the analysis is prohibitively resource intensive.

3. Empirical Dimensionality Reduction

If one had vast amounts of computational resources (and time), one could contemplate calculating F(x⃗, p⃗b, p⃗s)
by starting with the mean value for x⃗ that one has as input, along with the putative “mean” values of the
parameters that are used by the dynamical model and the forward radiative transfer function and then repeat
the calculation by varying these values one at a time according to the a priori uncertainty estimates that one
has. There are three problems with this approach:

1. The approach requires knowledge of the uncertainty in the parameters, and the latter is not readily available.
For example, the typical microphysical schemes make the assumption that the raindrop diameters have an
exponential distribution, with the so-called “number concentration intercept” NT∕D fixed a priori (NT being
the total number of drops per unit volume, and D being the mean diameter)—and the single coefficient in
the exponent of the exponential distribution is then set to produce the required mixing ratio. The param-
eter NT∕D is fixed a priori for the entire domain over the entire duration of the model run, yet a very large
variability (several orders of magnitude) for this parameter is observed from in situ samples of raindrop size
distributions. Moreover, little is known about the spatial or temporal behaviors of this parameter.

2. The approach requires knowledge of the joint behavior of the parameters and the variables. Indeed, it is
not sufficient to have a standard deviation on NT∕D, to take this parameter as an example. One still needs
to know its correlation with the mixing ratios themselves.

3. The approach would be prohibitively expensive. The expense of performing repeated forward radiative
transfer calculations is most significant if one had to perform them in real time.
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Figure 4. Brightness temperatures over the HWRF simulation of Hurricane Earl as in Figure 3, calculated using CRTM with
adjusted microphysical parameter values (raindrops smaller by 44%, smaller graupel that is half as dense as Figure 3).

Of the three objections, the third may well be the easiest to circumvent. If the forward calculation of the
brightness temperatures could be performed ahead of time, off line, and stored in a large database, one could
conceive of a modified approach where the database would be searched in real time to estimate the required
signatures from the precomputed stored values. Mathematically, in real time one would compute

F(x⃗, p⃗b, p⃗s) = C−1
∑

x⃗(k)∈database

O(k) exp
(
−0.5||x⃗ − x⃗(k)||2

)
(2)

where each x⃗(k) is a sample input (from the database), O(k) is the corresponding output of the exact radiative
transfer calculation with input x⃗(k), and ||...||2 is a norm that quantifies the distance between one’s real-time
input and the different members of the database (and C is a normalization constant consisting of the sum
on the right without “O(k)”). The database can be constructed from a collection of columns above model grid
points taken from different times of different model simulations of precipitating systems. To the variable val-
ues x⃗(k) in each column, one associates the exact forward calculated microwave signatures O(k) that one is
interested in. One can repeat the process with different values of the dynamical and radiative transfer param-
eters and thereby assemble a very large database that would represent the variability of the variables and
parameters for one’s physical regime and use (2) in real time to estimate the mean observation corresponding
to a mean input x⃗.

What makes (2) completely impractical is the large dimension of x⃗ ∈ R
N: the vector has to include the tem-

peratures and mixing ratios at each level of a layered atmosphere, so counting at least one mixing ratio for
each of the three phases of water for each of the 30 or so layers in our vertically stratified atmosphere, along
with the temperature, N must be at least 120—and the distance in the exponent of (2) would need to be com-
puted in this very large dimensional space. Our proposal to reduce the dimensionality is to apply a simultaneous
change of coordinates to the variables as well as the observations. If we arrange the simultaneous observations
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over a given grid point, say M of them (and M = 9 in the case of TMI, as in Figures 3 and 4; in the case of a ver-
tically profiling radar, M would be the number of vertical levels at which the radar measured the reflectivity
factor) into a vector O⃗ = (O1, ...,OM), we seek to determine the pair of vectors a⃗ ∈ R

M and b⃗ ∈ R
N such that

a⃗tO⃗ and b⃗t x⃗ are maximally correlated. Mathematically, we are looking for a⃗ and b⃗ which maximize the square
of the correlation coefficient



{(
a⃗t ⋅ (O⃗ − {O⃗})

)
⋅
(

b⃗t ⋅ (x⃗ − {x⃗})
)}2



{(
a⃗t ⋅ (O⃗ − {O⃗})

)2
}

⋅ 
{(

b⃗t ⋅ (x⃗ − {x⃗})
)2

} (3)

in which the notation “{...}” denotes the expected value of whatever is inside the braces. The function (3) is
the ratio of two simple quartic polynomials in the coefficients of a⃗ and b⃗, and its extrema are not difficult to
determine. In fact, if we use the covariance matrices CO,x (of O⃗ and x⃗), CO (of O⃗ with itself ), and Cx (of x⃗ with
itself ), which can be estimated from the database directly, one can show (as did Hotelling [1936]) that the
expression (3) is maximized exactly when a⃗ and b⃗ satisfy

C−1
O CO,xC−1

x Ct
O,x ⋅ a⃗ = 𝜆a⃗ (4)

C−1
x Ct

O,xC−1
O CO,x ⋅ b⃗ = 𝜆b⃗ (5)

for some scalar 𝜆. These two equations convey a large amount of information and deserve a detailed discus-
sion. They say that the matrices C−1

O CO,xC−1
x Ct

O,x (a relatively small M×M matrix) and C−1
x Ct

O,xC−1
O CO,x (a relatively

large N × N matrix, with a lower rank equal to M) have the same non-0 eigenvalues, call them 𝜆1, ..., 𝜆M, and
each eigenvector pair (a⃗i, b⃗i) associated to a given eigenvalue 𝜆i corresponds to a local maximum in the corre-
lation function (3). Equations (4) and (5) thus produce a hierarchy of M linear combinations of variables b⃗t

1x⃗, ...,
b⃗t

Mx⃗, each of which locally maximizes the correlation with a corresponding linearly transformed observation
a⃗t

1O⃗, ... , a⃗t
MO⃗.

Rather than applying this dimensionality reduction procedure directly to the variables as they are repre-
sented by the model and the observations as they are produced by the instrument, we apply a preliminary
“noise-filtering” step to extract the essential information content of these quantities. This preliminary step
consists in a principal component analysis which we shall now describe. On the observation side, we know
that the individual scalar measurements Oi constituting O⃗ are mutually correlated. For example, correlation
analyses of the nine brightness temperatures (in Kelvin) measured simultaneously over any given location by
TMI have principal components whose variances are on the order of

6000 > 1000 > 300 > 70 > 30 > 6 > 4 > 0.2 > 0.1 (6)

[see, e.g., Coppens et al., 2000]. Given that the RMS amplitude of the noise in the measured brightness temper-
atures is at least 2 K, the measurements cannot be relied upon to estimate the last two principal components.
That is why in this case, in our dimensionality-reducing procedure, instead of O⃗ = (O1, ...,O9), we would start
with the vector consisting of the top seven brightness temperature principal components (O′

1, ...,O′
7). Simi-

larly, for the model variables, we start by normalizing the temperatures by the single scalar global temperature
standard deviation, and the mixing ratio of each water species by the single scalar global standard deviation of
that mixing ratio, before performing a principal component analysis on the vector random variable consisting
of the normalized model variables over a single model grid point. The specific number n (< N) of components
(x′1, ..., x′n) to retain will depend on the estimate of the uncertainties in the model variables, which themselves
depend on the model, the original background covariances, and what information may have already been
assimilated—in general, if the relative RMS uncertainty on any one variable is no better than r%, one would
not want to retain the model principal components whose eigenvalue is smaller than r2, because the values
produced by the model are already noisier than that principal component’s overall variance.

Once these two principal component analyses (on the observations and the prognostic variables) have been
performed, it is the top principal components (x′1, ..., x′n) and (O′

1, ...,O′
m) that are used in the dimensionality

reduction step (4) + (5), with n < N and m < M, to obtain

a⃗t
i O⃗′ = Fi(x⃗, p⃗b, p⃗s) = C−1

∑
x⃗(k)∈database

a⃗t
i O′(k) exp

(
−0.5

m∑
j=1

[
b⃗t

j x⃗′ − b⃗t
j x⃗′(k)

]2
)

(7)
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Expression (7) effectively estimates the conditional mean of each scalar a⃗t
i O⃗′ (for i = 1, ...,m), conditioned on

x⃗. The obvious linear transformation then produces O′
1, ..., O′

m, and if one uses these with the overall mean for
the lowest principal components O′

m+1, ..., O′
M, one can effectively reconstruct the mean of the full observation

O⃗ that would be associated with x⃗. Note that the sample covariances can be obtained from the same database,
using the corresponding formula. This is the basic approach that is illustrated in the next section.

Equation (7) provides a representation of the observation operator that is unbiased relative to the uncertain-
ties in x⃗, p⃗b, andp⃗s and that can be implemented very efficiently in practice. However, to complete a variational
data assimilation, one still needs to minimize one’s cost function expressing the departure of the analyzed
variables from their background values along with the departure of the forward calculated observations from
the actual measurements. For highly nonlinear functions F such as those we are considering, the tangent
linear approximation to F can be used to find the minimum. When using (7) for F, the tangent linear approx-
imation is very simple to use explicitly—indeed, the dependence of F on each variable is made completely
explicit in the exponent of (7), and all the partial derivatives can be explicitly calculated directly from (7). In
other words, the main impact of our approach is not on the minimization procedure itself: rather, it is on how
to effectively calculate the mean value of F (around which the tangent linear approximation will be valid, in
the minimization step), instead of using the single forward calculation option, which does not begin to cap-
ture the effects of the uncertainty in x⃗ or, equally importantly, in the background model parameters p⃗b and
the radiative transfer-specific parameters p⃗s. In brief, our representation (7) of F can be used with all existing
assimilation approaches—what it adds is to allow a more accurate and more efficient evaluation of the mean
F (and of its derivatives, if required) that accounts for the biases resulting from the nonlinear dependence on
input uncertainty.

4. First Tests

Since this approach is specifically to deal with the representation of the microwave observation operator as
a function of the prognostic variables of one’s cloud model, while accounting for the fixed parameters, it is
important to illustrate the range of variability of these quantities and the different options to account for them
in the representation of the observation. We performed our first tests on Weather Research and Forecasting
(WRF) [Michalakes et al., 2001] simulations of Hurricane Rita from 0000 Z on 21 September 2005 to 1200 Z on
22 September 2005, with three nested grids having horizontal resolutions of 12, 4, and 1.33 km. The first simu-
lation used the Thompson microphysical scheme with a single-moment representation of the rain [Thompson
et al., 2008]. One of the first issues that required investigation is the normalization of the different variables,
in order for the approach not to misinterpret the different units of different quantities as temperature and
mixing ratio. Before delving into the specific results, we start with a brief run-through of our approach as it
proceeds in this specific case. We first collect all the output vectors over every grid point in the simulation:

(
𝜒1, ..., 𝜒30, 𝜓1, ..., qpl,12, ..., qg,30 ; Tb,1, ..., Tb,9

) |(x1 ,y1),t=t1

(
𝜒1, ..., 𝜒30, 𝜓1, ..., qpl,12, ..., qg,30 ; Tb,1, ..., Tb,9

) |(x2 ,y2),t=t1

· · ·

· · ·

· · ·

(
𝜒1, ..., 𝜒30, 𝜓1, ..., qpl,12, ..., qg,30 ; Tb,1, ..., Tb,9

) |(xK ,yK ),t=tL

where𝜒1 is the value of the potential at vertical level 1, ... ,𝜒30 the potential at level 30,𝜓 is the stream function,
..., qpl the precipitating liquid mixing ratio, ..., qg the graupel mixing ratio; all taken at all the model’s vertical
layers over a fixed grid point at a fixed time output of the simulation, and we collect together all these column
vectors over all grid points (x1, y1), ... , (xK , yK )possibly at different instantaneous times t1, ... , tL —this collection
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Figure 5. (top row) Coefficients of the first four vertical principal components of the dynamical and thermodynamical variables (velocity potential in each of the
30 layers numbered from the surface, followed by the 30 stream function variables, the 30 vertical velocity variables, the 30 temperatures, and the 30 pressures)
calculated from the output of our WRF simulation of Hurricane Rita at 1800 Z on 21 September 2005. In this analysis, all the temperatures were normalized by the
single global temperature standard deviation, as were the pressures, the vertical velocities, the stream functions, and the velocity potentials. The simulation used
the Thompson microphysical scheme. (bottom row) The values of each of the four principal components over the two-dimensional grid.

is meant to represent the variety of value combinations that the model produces subject to the microphysical
assumptions that we make (and one can stick to outputs from a single simulation with a single microphysi-
cal scheme or throw together outputs from simulations that allow different schemes or different parameter
values in the same scheme, to represent the variability that one would like to account for). For each column
vector, we also forward calculate the brightness temperatures corresponding to the inputs in each vector—in
this case, these are the nine TMI brightness temperatures T1, ..., T9 at the bottom of each vector. Each vector
thus represents one possible state of a vertical column of atmosphere along with its corresponding microwave
signatures, and we collect these in a very large database consisting of thousands of such columns. To define
the vectors O⃗′ and x⃗′ as in (7), we calculate the sample covariances of (T1, ..., T9) to produce the 9 × 9 matrix
CO as in equations (4) and (5) and similarly the sample covariance matrix Cx for the model variables, from this
same data set. Diagonalizing CO and Cx allows us to define the new derived variables x⃗′ and the new derived
observations O⃗′, which we then correlate with one another by finding the coefficients a⃗1 of the linear combi-
nation of the entries of O⃗′ and the coefficients b⃗1 of the linear combination of the entries of x⃗′ which are most
correlated to one another—this pair is the first solution pair to the coupled eigenvalue problem (4) + (5). This
final step, of identifying the coefficients a⃗i of the brightness temperature principal components which best
correlation with a corresponding combination (with coefficients b⃗i) of the model-variable principal compo-
nents, can be repeated for each of the nine eigenvalues of the 9×9 matrix C−1

O CO,xC−1
x Ct

O,x to obtain nine pairs

of coefficient vectors (a⃗i, b⃗i), i = 1, ..., 9.

Figure 6. Same as Figure 5 with the exception that in this analysis each variable was normalized by the pressure-level-specific standard deviation.
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Figure 7. Same as Figure 5 with the exception that this simulation used the WSM6 microphysical scheme.

Figure 5 illustrates the results of the first step of the approach, the principal component (PC) analysis of the
vertical vector of control (thermo)dynamical variables, in the case where the overall standard deviation of
each species is used as the normalizing constant, and Figure 6 contrasts this with the same analysis using
height-specific standard deviations instead (so one normalizing scalar per variable per pressure level, instead
of one normalizing scalar per variable overall). Note how the first PC (ordered according to decreasing vari-
ance) in the former case is essentially the average of the stream function, the second is the near-surface
velocity potential, the third is the midlevel vertical velocity, and the fourth is the upper level vertical velocity,
whereas the PCs in the latter case are very different, starting with a first PC that still uses the average of the
stream function along with the temperature minus the pressure. We confined the analysis to the control vari-
ables that do not describe the water contents specifically to evaluate the effect of the latter on the former.
There is a definite sensitivity, and while the resulting representation (7) is not systematically different in the
two cases, the derivatives appear to be. This is to be expected since the specific change of variable implied in
(7) is different in the two cases, but the effect needs to be quantified and analyzed further. All the assimilation
tests that we performed were using an ensemble Kalman-Filter approach that does not require derivatives,
so this analysis is yet to be conducted.

We next tested the sensitivity to different microphysical assumptions, by performing the same principal com-
ponent analysis of the (thermo)dynamical variables only, for the output of a simulation of Rita with the same
WRF setup, where we used the WSM6 microphysical scheme [Hong and Lim, 2006] instead of Thompson. The
The first two principal components (shown in Figure 7) confirm that the hurricane generated using WSM6
does appear similar to the one generated with Thompson, but the detailed analysis reveals substantial dif-
ferences already in the third principal component, which has a more significant dependence on the vertical

Figure 8. Same as Figure 7 with the exception that the variables here are the 30 cloud-liquid mixing ratios, followed by the precipitating liquid mixing ratios, the
cloud-ice mixing ratios, the snow mixing ratios, and the graupel mixing ratios.
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Figure 9. Same as Figure 8 except that this analysis is for the simulation using the Thompson microphysical scheme.

velocity in the WMS6 case, manifesting itself with a greater fine-scale variability at the different updrafts and
downdrafts in the storm. Figures 8 and 9 show further differences in the vertical principal components of
the water mixing ratios, as expected, starting at the third principal component (the second is different in the
amplitude of the relative contributions of snow and graupel). In practice, one may typically wish to include in
one’s database columns from simulations using the same microphysical scheme as will be used in the dynam-
ical model, allowing for the parameter perturbations that are realistic for one’s case. However, if one does not
wish to emphasize a single scheme, for example, in the case of a 1-D Var approach (such as the one devel-
oped by Boukabara et al. [2011]) that would start with an archival background in order for the assimilation to
produce, in effect, a retrieval (without enforcing a single set of simplifying microphysical assumptions), then
including simulations with different microphysical schemes in one’s database would be very much desirable,
and the approach we are proposing is the only approach to date that allows one to write down a represen-
tation of the observation operator that accounts for the uncertainty due to different possible microphysical
assumptions.

Figure 10. (top row) Brightness temperatures at the 10.7 GHz-Hpol, 19.3 GHz-Vpol, 37 GHz-Vpol, and 85.5 GHz-Vpol channels of TMI, calculated using SOI from
the output of our WRF simulation (with WSM6 microphysics) of Hurricane Rita at 0000 Z on 22 September 2005. (bottom row) brightness temperatures in the
same TMI channels calculated using our approach (7) from the database consisting of the output of our simulation at 1200 Z on 22 September with all nine TMI
channels calculated by SOI (to build the database). In our approach (7), we retained only the top m = 3 maximum-correlation vectors and used the sample
means of the other six from the database (of the 1200 Z output).
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Figure 11. Joint distribution of the first three pairs (at
i O⃗′, bt

i x⃗′) derived from the top-of-the-hour output of HWRF
simulations of Hurricane Earl from 29 August to 2 September 2010, evaluated at the half-hour outputs. The black line is
the linear regression of the transformed observation in terms of the transformed variables, and the red line is the
conditional mean of the former given the latter. The contour lines are five percentage points apart (“vigintiles”).

We next verified the ability of the resulting operator (7) to reproduce the expected brightness temperature
ranges that one obtains from the single forward radiative transfer calculations. Figure 10 illustrates this on the
same case of Hurricane Rita, for the four TMI channels where the advantages and disadvantages appear most
clearly. Figure 10 (top row) shows the exact brightness temperatures calculated at the 10.7 H, 19.3 V, 37 V,
and 85.5 V frequency-polarization combinations by the successive order of interaction (SOI) radiative transfer
model [Heidinger et al., 2006] from our Rita simulation output at 0000 Z on 22 September. Figure 10 (bottom
row) shows the brightness temperatures calculated by our representation, using a database compiled out
of the SOI-calculated brightness temperatures corresponding to the model values at 1200 Z on 22 Septem-
ber (when the simulated storm center was near 88.2 W, 26.8 N). Three features deserve special mention: the
general emission signature at the lowest frequency (essentially, increasing emission as the condensed water
mass increases) is quite well reproduced; similarly, the scattering signature at the highest frequency (mainly
cooling from increasing scattering as the condensed water mass increases) is well reproduced, though the
absorption by lighter and shallower condensation is less consistently represented, most evident in the north-
west corner north of 27∘N and west of 88∘W; and the conflict between emission and scattering at the middle
frequencies does produce some differences, most visible in the nearly linear northwest-to-southeast streak

Figure 12. Brightness temperatures at the 10.7 GHz-Hpol, 19.3 GHz-Vpol, 37 GHz-Vpol, and 85.5 GHz-Vpol channels of TMI, calculated using our approach
(equation (7) retaining only the top m = 3 maximum-correlation vectors) from the output of our HWRF simulation of Hurricane Earl at 0430 Z on 31 August 2010.
The database consisted of the output of HWRF at the half hour from 29 August to 3 September.
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Figure 13. Brightness temperatures at the 10.7 GHz-Hpol, 19.3 GHz-Vpol, 37 GHz-Vpol, and 85.5 GHz-Vpol channels of TMI, calculated using CRTM from the
output of our HWRF simulation of Hurricane Earl at 0430 Z on 31 August 2010 (as in Figure 12).

centered at 84∘W × 27∘N. Keep in mind that our representation is not meant to coincide with any single
forward calculation, but rather, the mean of the brightness temperatures for one’s atmospheric state.

Our first ensemble data assimilation test was with the HWRF Ensemble Data Assimilation System [Aksoy et al.,
2012]. The database that we used was built out of top-of-the-hour output of HWRF simulations of Hurricane
Earl from 29 August to 2 September 2010. The TMI brightness temperatures corresponding to each column of
atmospheric variables were calculated using CRTM [Han et al., 2006] and RTTOV [Matricardi et al., 2001], result-
ing in two entries in the database per forecast column. Figure 11 shows the joint distribution of the results of
our dimensionality reduction ((4) and (5)) on this simulated data, for the top three maximal-correlation com-
bination pairs. Figure 12 illustrates the resulting brightness temperatures out of our approach (7) when the
input values were from one member of the Hurricane Ensemble Data Assimilation System (HEDAS) ensem-
ble at 0430 Z. These values can be compared with the single forward calculation using CRTM (Figure 13)
or RTTOV (Figure 14). The comparison reveals that over the precipitation, CRTM is warmer than RTTOV at
the lowest frequency and at the highest frequency—and our approach produces values between the two,
as expected. At 19.3 and 37 GHz, different regions appear warmer or cooler with CRTM than with RTTOV
depending on the interplay between the scattering and the emission, yet the results of our approach are not
consistently between the two—indeed, in a narrow ring-like region at the center of the eyewall, our operator
produces 19.3 GHz brightness temperatures that are up to 5 K warmer than those of either CRTM or RTTOV,
and that is also the case in the narrow region where the 37 GHz brightness temperatures of both CRTM and
RTTOV dip below 175 K. This may seem a priori surprising, because (7) is a conditional mean, and it should
therefore not produce values that are greater than the maximum value in the database (and neither should
it produce values that are smaller than the minimum value). This observation is correct, but it applies only to
the quantity whose mean is being sought, namely, the transformed observations a⃗t

i O⃗′, i = 1, ...,m. Because
we are only using (7) with the first m = 3 maximum-correlation transforms in this example, and we are recon-
stituting the full vector of brightness temperatures O⃗ using archival means for the remaining six lower
principal components, we cannot expect our approach to produce brightness temperature estimates that are
exactly bounded by those in the database—and nor is that required in the assimilation, since we intend to

Figure 14. Brightness temperatures at the 10.7 GHz-Hpol, 19.3 GHz-Vpol, 37 GHz-Vpol, and 85.5 GHz-Vpol channels of TMI, calculated using RTTOV from the
output of our HWRF simulation of Hurricane Earl at 0430 Z on 31 August 2010 (as in Figures 12 and 13).
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Figure 15. (first row) Brightness temperatures calculated using our operator for the ensemble mean of our HEDAS forecast of Hurricane Earl for 0430 Z on 31
August 2010, at the 19.3 GHZ-Vpol, 37 GHz-Hpol, and 85.5 GHz-Vpol channels of TMI. (second row) Actual TMI observations at 0439 Z. (third row) Brightness
temperatures calculated using our operator for the analyzed variables at 0430 Z (postassimilation). (fourth row) Brightness temperatures calculated for the
ensemble forecast at 0530 Z starting with the analysis at 0430 Z.
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Figure 16. Pressure innovation in hectopascals for our ensemble data assimilation as in Figure 15.

assimilate the top maximum-correlation transform observations only, not the observed brightness tempera-
tures themselves. One alternative would be to use (7) with m = M, i.e., to compute

𝜏j(x⃗, p⃗b, p⃗s) = C−1
∑

x⃗(k)∈database

O(k)
j exp

(
−0.5

m∑
j=1

[
b⃗t

j x⃗′ − b⃗t
j x⃗′(k)

]2
)

(8)

where Oj is the brightness temperature in the jth TMI channel. In this alternative approach, (8) would be com-
puted for each j = 1, ...,M, but one would then assimilate only the top maximum-correlation vectors a⃗t

i𝜏 for
i = 1, 2, 3 only. This alternative is likely to introduce errors due to the inability of the forward model—-and
of the observations—to resolve the level of detail corresponding to the lower principal components. We are
currently evaluating this alternative.

Figure 15 shows the evolution of the brightness temperatures through the ensemble data assimilation.
Figure 15 (first row) illustrates the signatures for our ensemble mean background, Figure 15 (second row)
shows the actual TMI measurements, Figure 15 (third row) shows the signatures of the analyzed field at the
end of the TMI assimilation using our observation operator, and Figure 15 (fourth row) shows the signatures
of the forecast 1 h after the TMI assimilation. Contrast the angular symmetry of the ensemble mean signa-
tures with the pronounced asymmetry of the TMI observations and note how the assimilation tried to make
the fields similarly asymmetric (Figure 15, third row), with this asymmetry persisting in the signatures shown
in Figure 15 (fourth row) and calculated with our observation representation from the forecast fields 1 h after
the assimilation. Figure 16 shows the surface pressure innovation, illustrating how the assimilation shifted
the hurricane center west-southwest; Figure 17 shows the vertically averaged condensed water mass mixing

Figure 17. Vertically averaged condensed water mass mixing ratios, from the ensemble mean (first panel) before the assimilation and (second panel) after the
assimilation, as well as (third panel) after a different assimilation where we divided the observation covariance matrix by 4 to increase the impact of the TMI
observations. (fourth panel) The adjustment to the vertically averaged condensed water mass, with the three grid points selected for vertical examination
highlighted.
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Figure 18. Vertical profiles of the condensed water mass at the three grid points highlighted in Figure 17 (fourth panel),
with the background values (NA) in red, the analyzed values (NL) in blue, and the results of the assimilation with a
fourfold reduction in the observation covariance (RE) in green.

ratios, from the ensemble mean before the assimilation (first panel) and after the assimilation (second panel),
as well as after a different assimilation where we divided the observation covariance matrix by 4 to increase
the impact of the TMI observations—note the more substantial increase in the condensed water mass, as
well as the appearance of a convective area to the southeast. Finally, we chose three areas to illustrate the
vertical distribution of the condensation before and after the assimilation: one in that area of convection that
appeared when we reduced the observation covariance by a factor of 4, another in the rain band where the
assimilation produced a more moderate increase in the condensed water mass, and one closer to the cen-
ter of the system where the assimilation reduced the condensed water mass. Figure 18 shows the profiles in
those three areas, the background values as well as the analyzed values for the two settings of the observation
covariance. Note how our use of vertical principal components allows the assimilation to effect substantial
changes in the condensed water profiles, with augmentations as well as reductions in the condensed mass as
required by the optimization.

5. Conclusions

The approach described in this paper was developed to allow the efficient representation of the observa-
tion operator in the case of microwave observations of precipitation that accounts for the nonlinear effect
of the variability of the model variables and the radiative parameters on the resulting microwave signatures.
The approach produces a smooth function whose value can be very efficiently computed in real time, along
with all partial derivatives with respect to the control variables, relying on a precompiled database that is meant
to represent the range of plausible joint values of the variables and the parameters. The approach is illus-
trated by the specific case of “window-channel” passive microwave observations over a hurricane, but the
method is applicable in a more general context, to represent nonlinear functions of a large number of ran-
dom variables whose a priori means and covariances are given as empirical samples from realistic simulations.
Indeed, the approach applies to simultaneous observations from different instruments (such as a radar and/or
a microwave window-channel radiometer and/or a sounder, for example)—the dimensionality reduction step
in the approach is general enough to apply to these scenarios to represent the first two moments of the
resulting observation, i.e., the observation operator and the associated observation covariances. The resulting
observation operator is much faster to run computationally than a forward radiative transfer model, but that
is not its main attraction. Rather, it is the fact that it effectively accounts for the uncertainty in the variables and
in the microphysical and radiative parameters, including the possibility of allowing for several microphysical
assumptions, as would be required when the background does not come from a known scheme.
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